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Abstract— Designing of a network which could fulfill most of the requirements is always a challenging task for a researcher. Often this happens either 

with manual approach or by applying some kind of conventional methods. In both cases results do not have high level of optimality. Evolutionary compu-
tation is a beacon of hope in handling complex design problems in an efficient manner. To reduce the effect of congestion, various approaches can be 
applied at different levels namely over Architecture level and Protocol level. The performance of a protocol completely depends upon the facilities availa-
ble with existing architectures which are stagnant. Hence our research aims at improving the connectivity according to demand in the network having 
minimum cost of architecture, which is a better alternative and a very efficient way to handle network congestion and reliability. Such kind of network 
design is a very tedious task. Hence involment of intelligence incorporated into the network design for automatic synthesis is a must. Automation of this 
design in this paper is done using genetic algorithm. This paper proposes a technique based on Genetic algorithm, which uses a new method of two 
point crossover, a different and efficient technique of fitness evaluation and tournament selection. The simulations yielded an automatic network architec-
ture which satisfied the requirement of connectivity and minimum cost, fulfilling the traffic demand all along for varying number of nodes and connectivity 
constraints.  

. 

Index Terms— Network design, Congestion control, Connectivity, Dynamic objective function, Traffic matrix, Evolutionary computation, 

Genetic algorithm.   

——————————      —————————— 

1 INTRODUCTION                                                                     

 odeling and design of large communication and com-
puter networks have always been an important area to 
both researchers and practitioners. The  interest in    

developing efficient design models and optimization methods 
have been stimulated by high deployment and maintenance 
cost of networks, which makes good network design            
potentially capable of securing considerable savings. In the 
past decade networks have undergone a substantial change, 
caused by the emergence and rapid development of new   
technologies and services, an enormous growth of traffic, de-
mand for service availability and continuity, and attempts to        
integrate new networking system techniques and different 
types of services in one network. As a consequence, today‘s 
network designers face new problems associated with diverse 
technologies,   complicated network architectures, and        
advanced resource and service protection mechanisms. Net-
work architecture and planning to minimize the cost and also 
build congestion free optimal connectivity is certainly a great 
challenge today. The motivation for our work arises from the 
great diversity of questions and problems that originate from 
today‘s network planning tasks, which require a large number 
of algorithms, each of which specializes in a specific problem  

 

with specific constraints.For most problems, there is no known  
algorithm that could guarantee to find the global optimum in 
a polynomial amount of time. Hence the use of Evolutionary 
computation is a better choice. It is seen that Evolutionary 
computation, offers practical advantages to the researcher   
facing difficult optimization problems. These advantages are 
multi-fold, including the simplicity of the approach, its robust 
response to changing circumstances, its flexibility, and many 
other facets. The evolutionary approach can be applied to 
problems where heuristic solutions are not available or      
generally lead to unsatisfactory results. In many cases the   
mathematical function, which describes the problem is not 
known and the values at certain parameters are obtained from 
simulations. In contrast to many other optimization           
techniques, an important advantage of   evolutionary          
algorithms is they can cope with multi-modal functions.  
             To handle the complexity associated with network  
design, various models and related solution techniques have 
been proposed, including mathematical programming models 
[1]. Standard approaches for dealing with uncertainty include 
numerically-intensive scenario techniques that basically solve 
a large number of problem instances for randomly generated 
parameter patterns [2]. While useful, scenario techniques often 
lead to computationally demanding problems that may not be 
easily solved already for medium scale networks. In many 
cases, sophisticated heuristics have to be developed to achieve 
satisfying results. Mostafa Abd-El-Barr' et al [3] proposed the 
use of three iterative techniques, namely Tabu Search, Simu-
lated Annealing, and Genetic Algorithm, in solving the multi-
objective topological optimization network design problem for 
fault tolerance and reliability of networks. This design could 
not take inputs such as traffic demand and cost and adhere to 
good reliability.Mitsuo GEN, Kenichi IDA & Jongryul KIM [4] 
proposed an evolutionary algorithm by employing spanning 
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tree-based genetic algorithm to solve bicriteria LAN topology 
design problems and also developed the method to search for 
the Pareto solutions. Sun-Jin Kim and Munkee Choi [5]      
proposed a genetic algorithm (GA) to design a non-
hierarchical and decentralized Multimedia on-Demand 
(MOD) network architecture to optimize the MOD network 
resource based on cost analysis. Anton Riedl [6] has proposed 
a genetic algorithm which guides the search towards an     
optimal point by applying genetic operators to specific       
solutions of a given problem and applied his concept to two 
very      different fields in network planning: To minimize the 
costs of fiber ducts when building a new passive optical net-
work and in the context of packet switched network planning.    
           Various optimization techniques have been used for 
network designing till today. Fan Li Yu Wang [7] proposed a 
novel grid-based gateway deployment method using a       
cross-layer throughput optimization scheme giving better   
performance than random deployment and fixed deployment      
methods. But this technique is efficient only with wireless 
networks and cannot be extended to work with other         
networks. For effective traffic allocation on the links, when      
uncertain demands and capacities are modeled as unknown-
but-bounded quantities restricted in intervals, the resulting 
robust decision problem can still be formulated as a linear 
program and solved at the same computational cost as its  
nominal counterpart[8].Chun-Yen Hsu* et al. [9] proposed the 
Pre-defined Gateway Set Algorithm (PGSA) using enhanced 
Dijkstra's algorithm and genetic algorithm to arrange the   
network configuration, including the gateways and the topol-
ogy, subject to degree and delay constraints, such that the          
construction cost of the backbone wireless mesh networks is 
minimized.  

Network design optimization problems which can al-
so guarantee QoS to a certain extent become equally           
challenging and important [10]. Cem Ersoy et al. [11] proposed 
two approaches based on simulated annealing (SA) and      
genetic algorithms (GA) for the link capacity assignment in 
multiservice networks in which different classes of packets 
with different packet lengths, priorities and performance    
requirements exist. While they compared their algorithm   
performance with that of a standard heuristic by Maruyama 
and tang they have not considered cost structure supporting 
the charge on flow basis utilized for billing today, routing and 
nodal propagation delays in their design. Cost effective 
routing with emphasis on network congestion have also been 
discussed [12]. Genetic algorithms can also be improved using 
various techniques so as to yield better optimization and   
network design. [13], [14]. Usually grouped under the term 
evolutionary computation or evolutionary algorithms, we find 
the domains of genetic algorithms, evolution Strategies,      
evolutionary programming and genetic programming. They 
all share a common conceptual base of simulating the         
evolution of individual structures via processes of crossover, 
mutation, reproduction and selection. The processes depend 
on the perceived performance of the individual structures as 
defined by the problem. The genetic algorithm as an            
evolutionary approach is the best suited solution platform. In 

our approach for optimal network design, a population of 
candidate solutions (for the optimization task to be solved) is 
initialized as the first step. New solutions are created by     
applying reproduction operators (mutation and/or crossover). 
The fitness (how good the solutions are) of the resulting      
solutions are evaluated and a suitable selection strategy is then 
applied to determine which solutions will be maintained into 
the next generation. 
              The rest of the paper is organized as follows: We     
discuss the advantages of evolutionary algorithms in Section 
2, the general genetic algorithm is introduced in section 3, and 
design of our own robust genetic algorithm fulfilling the traf-
fic demand and cost requirements is explained in sections 4 
and 5. The experimental setup, simulation and result analysis 
are given in section 6 and finally section 7 concludes the     
paper.   

2   ADVANTAGES OF EVOLUTIONARY ALGORITHMS 

A primary advantage of evolutionary computation is that it is 
conceptually simple. The procedure may be written as a     
difference equation: 

                                                          (1)  

Where     the population at time t is    is a random variation 

operator, and   is the selection operator. Other advantages can 
be listed as follows: 
• Evolutionary algorithm performance is representation     
independent, in contrast with other numerical techniques, 
which might be applicable for only continuous values or other 
constrained sets. 
• Evolutionary algorithms offer a framework such that it is 
comparably easy to incorporate prior knowledge about the 
problem. Incorporating such information focuses the           
evolutionary search, yielding a more efficient exploration of 
the state space of possible solutions. 
• Evolutionary algorithms can also be combined with more 
traditional optimization techniques. This may be as simple as 
the use of a gradient minimization used after primary search 
with an evolutionary algorithm (for example fine tuning of 
weights of a evolutionary neural network), or it may involve 
simultaneous application of other algorithms (e.g., hybridizing 
with simulated annealing or Tabu search to improve the      
efficiency of basic evolutionary search). 
• The evaluation of each solution can be handled in parallel 
and only selection (which requires at least pair wise           
competition) requires some serial processing. Implicit         
parallelism is not possible in many global optimization       
algorithms like simulated annealing and Tabu search. [1] 
• Traditional methods of optimization are not robust to      
dynamic changes in problem environment and often require a 
complete restart in order to provide a solution (e.g., dynamic 
programming). In contrast, evolutionary algorithms can be 
used to adapt solutions to changing circumstances. 
• Perhaps the greatest advantage of evolutionary algorithms 
comes from the ability to address problems for which there are 
no human experts. Although human expertise should be used 
when it is available, it often proves less than adequate for   
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automating problem-solving routines.Evolutionary algorithms 
are ubiquitous nowadays, having been success- fully applied 
to numerous problems from      different domains, including 
optimization, automatic programming, machine learning,  
operations research, bioinformatics, and social systems. 
 

3    GENETIC ALGORITHM 
 
A typical flowchart of a Genetic Algorithm (GA) is depicted in 
Fig.1. One iteration of the algorithm is referred to as a        
generation. The basic GA is very generic and there are many 
aspects that can be implemented differently according to the 
problem (For instance, representation of solution or          
chromosomes, type of encoding, selection strategy, type of 
crossover and mutation operators, etc.) In practice, GA is    
implemented by having   arrays of bits or characters to 
represent the chromosomes. The individuals in the population 
then go through a process of simulated evolution. Simple bit 
manipulation operations allow the implementation of        
crossover, mutation and other operations. The number of bits 
for every gene (parameter) and the decimal range in which 
they decode are usually the same but nothing precludes the 
utilization of a different number of bits or range for every 
gene. 

                   
 Fig .1 Flow chart of basic genetic algorithm iteration 
 

4   DESIGN OF NETWORK WITH GA 
 
 The concept of GA has applied to find the automated design 
of network with desired objectives. Success of genetic          
algorithm completely depends upon how the genetic            
operations have been applied to get the result. Various genetic 
operators have modeled as shown in following section to     
implement the genetic algorithm. 
4.1 Chromosome representation 

A binary coding matrix developed to represent the              

architecture of network is as shown below. Each row and    
column represents one node in the network. If there is connec-

tion between ith to jth nodes in network, element in     will 

have the value equal to   otherwise it will be  . 
 
 

 
 
4.2   Objective function  

Consider an undirected graph G (n,m),in which  n  is the 
number of nodes and m is the number of connections. In the 
case of complete graph, the number of connections is given by 
            Assume that each connection can have      
integer values from 0(branch does not exist) to  (b possible 
types are available).Greater values should represent a               
―  stronger‖ connection, i.e. branch types  with higher capacity  
such as communication links with higher bandwidth. Let   be 
any sub graph which can be formed within G (n,m).The       
following expression is proposed here in order to represent 
the network N in the solution space: 

                  (2)                
Where 

   
     Topological weight of connection   in network   . This 

weight is a positive integer if the connection   exists 
and is 0 otherwise; 

 

      Branch type of connection   in network , with  
                                        these 
values should be ordered such that branch type 
which corresponds to stronger connections receives 
larger values of    ; 

 

      Monotonically increasing function. 
 
    P        Constant factor such that           
 
If a connection      does not exist,   

 =0 then the      space 

coordinate is zero. Otherwise, the topological weight    
  is 

assigned to be a value that can be interpreted as a measure of 
topological importance of connection   in the network N. For 
instance, in tree-structure network, a change in connections 
nearer to the root is expected to cause larger impacts in the 
network flow than changing connections nearer to the leaves. 
The position of a connection nearer to the root would therefore 

Initialize Population 

Selection 

Evaluate Fitness Reproduction 

Solution 

Found? 

END 

  Yes 

No 
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be associated with a greater value of    
 . Possible              

formulations for defining      
   could be, for instance,       

measuring the distance to the root, or the distance to the far-
thest leaf, or even the number of nodes above the connection. 
The specific rules to define    

  should be stated taking into      
account the characteristics of each problem. Another option 

for defining    
  would be to make it equal to the length of 

connection I, when such a length has an important role in the 
specific system under study. In eq (2) the increasing function 
     ) which has as an argument- the integer    (which ranges 
from 1 to b) expresses the strength of connection I [stronger 
branch types are associated to larger value of    and,        
therefore of      ), too]. The inequality           means that 
the effect of putting or removing a branch in the network is 
greater than the effect of changing the type of a branch, in the 
evaluation of expression             The resulting value of 
    

              , which is assigned to the     connection 
has the following features. 

(1) It presents small variations for change in branch type. 
(2) It presents large variations when a connection is      

inserted or removed. 
(3) It is larger for connections with larger topological 

weights, i.e., for connections which are ―more          
important‖ in a given network topology. 

  

4.3 Fitness function: 
To define the fitness of chromosome, a combination of        
constraint violation (  ) with penalty factor (  ) and objective 
function is created as shown by eq (3). This function             
minimizes to get the fitness of the solution. A Solution having 
a minimum value of   is having a higher value of fitness. 
When constraints are satisfied or they reach up to an optimum 
level, solutions become feasible, otherwise evolution is used to 
keep searching for feasible solutions using the genetic opera-
tor. 

                  (3) 
              

4.4 Crossover 
A new method to apply two point crossovers is applied. Two 
random numbers r1 and r2 generated between 1 to NN, where 
NN is the total number of nodes available in the network. All 
the elements from one parent say row r1 to r2 are exchanged 
with all elements of the other parent from row r1 to r2.The 
above defined process of crossover is shown in Fig (2).The 
probability of crossover      is considered equal to 1. A single 
point crossover is also experimented where a single random 
number r1 is generated between 1 to NN and elements from 
parents are exchanged only with respect to that particular row 
r1.The action of cross-over is shown in Fig (2). 
 
4.5 Mutation 
The probability of mutation    , is taken as 0.1 for each feasible 
connection in network. To estimate the probability of mutation 
of a particular connection, a random number   , in the range 
[0 1], is generated using uniform distribution. If        then 
that particular connection is flipped, i.e. if a connection exists 

then the connection is removed or if a connection does not 
exist then a connection is created. If       then that          
particular connection will not be mutated and the connection 

status of that particular position will remain unaltered. 

 

 
                                    
 
 
 

 
 
 
                 Fig 2.0: Two point all node crossover is shown with 
selected points [2 5] 
 

4.6 Selection 
Selection of suitable candidates for the next generation is one 
of the most important parts in evolutionary computation. This 
process defines the exploration and exploitation balance in 
generations. The Selection method applied in the present work 
is tournament selection.  
Pseudo code of tournament selection 
 

1. Create a combined population  [ parents & offsprings] 
2. For    =1 to    

(Where   is the size of the population) 
3. Chset =Select  T  number of challengers  randomly  

between 1 to 2P 
4. For  j= 1to T 
5. Pickup  one  challenger from  Chset  in sequence  

6.  Tourres=fitness(  solution)> fitness(challenger); 
7. Winscore(i)=winscore(i)+Tourres; 
8. End 
9. End 
10. Sort Winscore in increasing order, 
11. Mxscore= Right half scores having maximum value, 
12. Selected_chr= Chromosomes  corresponding to 

Mxscore  
13. Next generation population ,NXTGEN=selected_chr; 
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4.7 Termination: 
A very important characteristic of any evolutionary algorithm 
is how termination of evolution is defined within the model. 
Practically two aspects are available for termination, namely 
(1) forced termination (2) self termination. Forced termination 
is applied where there is a constraint defined either in terms of 
available execution time, or when there is interest to see the 
performance of evolution after certain number of generations. 
In this kind of termination there is no guarantee of optimality 
at the end process. This type of termination is generally       
selected for design verification or when design is completed. 
In self termination, point of termination is decided by the   
program itself, usually when evolution does not find           
improvement even after a number of generations. This      
happens in two cases, either when optimality in the solution 
has been achieved by evolution or when the design has lost 
the diversity in population. If the difference in fitness of best 
chromosome for continuous ‗Gn‘ number of generations is less 
than certain defined threshold, then it is terminated. 

5   GENETIC ALGORITHM 

 

Perform initialization: 
1) Generate the initial population with procedure using 

method of chromosome representation. 
2) Define                   
3) Evaluate the objective function of each individual; 
4) Assign the fitness value to each individual, 

 
While not stop criterion 
 
Perform binary operation: 
 
(i)Arrange the population pair wise (randomly, with 
uniform probability distribution); 
(ii)For each pair of individuals: 

(a) Generate two random numbers                  
1            with uniform probability 

distribution; 
    (b) Perform crossover operation; 
 

               Perform unary operations: 
 

(iii)    For each individual:   
                  For each position 
             (a) Generate a random number 0                
with uniform probability distribution 
             (b) if          then chose the mutation        
operation and perform the action. 
 
Perform function evaluation and selection: 
 
(iv) Evaluate the objective function for each newly 
generated individual; 

(v) Assign a fitness value to each individual of the 
population; 
(vi) Perform selection using tournament method 
 
End while 
 

5) Perform local search in the last generation for the best 
solution found by the genetic algorithm. 

 

6. SIMULATION AND RESULTS 

 
A network with 10 nodes is considered in our work to verify 
the proposed algorithm. The connection feasibility and link 
cost requirements are as shown in table 1.0[Appendix] A     
position containing ‗∞‘ indicates that there is no connectivity 
between the corresponding nodes. Table 2.0[Appendix]      
contains the traffic matrix that represents the demands       
between any two nodes.  Initial population of 100              
chromosomes is created randomly. Each solution has a matrix 
structure as shown in Fig.1. Probability of crossover is equal to 
1 whereas mutation probability is equal to 0.1. In all            
experiments, self termination has been applied. Simulation 
and performance analysis is done for three different connectiv-
ity (k) constraints                         .  
         The performance in all cases in terms of cost of             
architecture, connectivity constraint, and required number of 
generations is measured. Graphs corresponding to cost        
optimization and constraint violation are also shown. To     
understand the internal behavior of GA various aspects have 
been defined, like: 

(a) Contribution of parent and offspring population in 
creating the next generation, i.e in the next generation 
population   how many belong to the parents‘      
population and how many belong to offspring‘    
population. 

(b) On termination, how many times the parent‘s      
population has given the best chromosome and how 
many times offspring‘s population contributed. 

 

Performances for three different connectivity constraints are 
shown in Fig. (4), (5) and (6). Fig.(x)(a) represents the               
performance of GA to minimize the cost for given connectivity 
constraint. In all cases it is very clear that the design                   
procedures of the GA converge very quickly and stabilize. 
Some small fluctuation seen is the result of mutation            
operation. Fig.(x) (b) represents the total violation appearing 
with each generation progressively. In case of      , there is 
no violation, whereas for               , violation appears, 
because it is impossible to define the connectivity in the     
network, for the given link matrix. This type of data set is 
purposely chosen so as to verify both sides of the possibility. 
For the               , it is very clear that the proposed GA 
maintains the best possibilities within very few generations. 
Fig.(x) (c) shows the network architecture which has the              
minimum cost and satisfies the constraint of connectivity.  
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Fig.(x)(d) represents the performance of parent population 
and offspring population with respect to generations, in the       
contribution of number of members they provided for next 
generation. From all the graphs it is clear that at the beginning 
parents contribution is more compared to the offspring     
population, but  in later generations both populations          
contribute more or less in the same manner. Figure (e) is the         
cumulative plot, upper one for parent population and lower 
for offspring population, about who provides the larger    
number of best solutions in the complete process. The plot 
very clearly shows that the parent population gives the larger 
number of best solutions as compared to the offspring     
population, emulating the natural behavior in real life, where 
experience of the parents offers a better solution more often 
than offsprings. The connection matrix for each case is shown 
in Figure (f). A position value of 1 represents the presence of a 
connection, whereas a 0 represents no connection. Finally the 
cost value for all cases is shown in Fig 3.0. 
 

                   
 

Fig 3.0 Cost of network for different connectivity 
 

                          TABLE 1 
              Network cost for various K 
 

 

               

 

 

 

 

       

   6 PERFORMANCE RESULT 

    6.1 Network design performance for k=2 
 

 

        

                           Fig. 4(a) 

 

 
                        Fig. 4(b)       

 

 
                      Figure 4(c)     

 
                            Fig. 4(d)       

 

 

 
                                  Fig. 4(e)       

k   Network   Cost 

2 1.7912e+004 

3 2.7775e+004 

4 33978 
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                                   Figure 4(f)   

                              

                                    
                                   TABLE 2 
         Generated architecture connection 

 
                                 
 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

          6.2 Network design performance for k 3 
    

 

 

 
                       

                                Fig. 5(a)        

 

 
                          Fig. 5(b)                                                                                                                                                                                                                                                                          

 

 
                                  Fig. 5(c) 

 

 
                                    Fig. 5(d) 

 
 
 
 
 
 
 
 
 
 
 
 
 

                                  Fig. 5(e) 

 

                           TO 

 

F

R

O

M 

 

 

 

N 1 2 3 4 5 6 7 8 9 10 

1 0 1 0 1 0 0 0 0 0 0 

2 0 0 1 0 0 0 0 0 0 0 

3 0 0 0 0 1 0 0 0 0 0 

4 0 0 0 0 0 0 0 0 1 0 

5 0 0 1 0 0 0 0 0 0 0 

6 0 0 0 0 1 0 1 0 0 0 

7 0 0 0 0 0 1 0 0 0 0 

8 0 0 0 0 0 0 1 0 0 0 

9 0 0 0 0 1 0 0 0 0 0 

10 0 0 0 1 0 0 0 1 1 0 
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                                          TABLE 3 
              Generated architecture connection 

 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

6.3 Network design performance for k 4 

 
                                  Fig.6(a)        

 
                                Fig.6(b)        

  
                               Fig.6(c)        

 
                                      Fig.6(d)        

 
                                       Fig.6(e)        
 
                                   TABLE 4  

               Generated architecture connection 
 
 
 
 
 
 
 
  
 
 
 
 
 
 

 
 
 
 
 

 

 

 

                                      TO 

 

F

R

O

M 

 

 

 

N 1 2 3 4 5 6 7 8 9 10 

1 0 1 1 1 0 0 0 0 0 0 

2 0 0 0 0 1 0 0 0 0 0 

3 0 1 0 0 0 0 0 0 0 0 

4 0 0 0 0 0 0 0 0 1 0 

5 0 0 1 0 0 0 0 0 0 0 

6 0 0 0 0 1 0 0 0 0 0 

7 0 0 0 0 0 1 0 0 0 0 

8 0 0 0 0 0 1 1 0 0 0 

9 0 0 0 0 1 0 0 0 0 0 

10 0 0 0 1 0 0 0 1 1 0 

                                      TO 

 

F

R

O

M 

 

 

 

N 1 2 3 4 5 6 7 8 9 10 

1 0 1 1 1 0 0 0 0 1 0 

2 0 0 0 0 1 0 0 0 0 0 

3 0 1 0 0 0 0 0 0 0 0 

4 0 0 0 0 0 0 0 0 0 1 

5 0 0 1 0 0 0 0 0 0 0 

6 0 0 0 0 1 0 0 0 0 0 

7 0 0 0 0 0 1 0 0 0 0 

8 0 0 0 0 0 0 1 0 0 0 

9 0 0 1 0 1 1 0 0 0 0 

10 0 0 0 0 0 1 0 1 1 0 
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7 APPENDIX 

 
TABLE 1 

CONNECTION AND COST  DEFINITION MATRIX 

 

 

 
TABLE 2 

                TRAFFIC DEMAND MATRIX 

 

                  
   

7. CONCLUSION 

The focus of this paper is to design an automatic solution for a 
network architecture which could meet the requirements of 
connectivity for reduction in congestion. Simply increasing the 
connectivity will make the network unacceptable from cost 
and traffic perspectives. Hence a unified approach is applied 
in this work to take care of all these parameters.   To develop 
the network design, GA algorithm is applied which takes care 
of three very important issues, which heavily affect the design 
characteristics-(i) connectivity to improve the network       
congestion performance (ii) meet the demand of network   
traffic in an adaptive manner  (iii) minimize the cost. A      
suitable genetic model, using a novel crossover operator, an 
efficient fitness evaluator and tournament selector is presented 
to design the network according to the given connectivity   

constraint, traffic requirement and to minimize the cost. The 
proposed method was successfully applied for varying      
connectivity constraints and optimal results were obtained. 
Also it was clearly seen that the contribution of the parents 
towards the optimal solution was very much greater than 
offspring‘s in accordance with nature where the maturity and 
experience of parents most often leads to better solutions. 
With the proposed solution, the concept of automated design 
in the field of network research will move one step forward. 
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M 

 

 

N 1 2 3 4 5 6 7 8 9 10 

1 - 23.9 24.6 11.5 ∞ ∞ ∞ ∞ 21.6 ∞ 

2 23.9 - 9.9 ∞ 17.1 ∞ ∞ ∞ ∞ ∞ 

3 24.6 9.9 - ∞ 7.5 ∞ ∞ ∞ 9.4 ∞ 

4 11.5 ∞ ∞ - ∞ ∞ ∞ ∞ 15.6 14.4 

5 ∞ 17.1 7.5 ∞ - 15.9 ∞ ∞ 9.3 ∞ 

6 ∞ ∞ ∞ ∞ 15.9 - 14.5 20.8 19.6 24.3 

7 ∞ ∞ ∞ ∞ ∞ 14.5 - 10.2 ∞ ∞ 

8 ∞ ∞ ∞ ∞ ∞ 20.8 10.2 - ∞ 14.0 

9 21.6 ∞ 9.4 15.6 9.3 19.6 ∞ ∞ - 17.7 

10 ∞ ∞ ∞ 14.4 ∞ 24.3 ∞ 14.0 17.7 - 

                                                             TO 
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N 1 2 3 4 5 6 7 8 9 10 

1 - 56 124 79 88 71 147 78 136 175 

2 165 - 199 67 191 130 85 55 74 79 

3 159 178 - 135 71 159 153 161 140 146 

4 148 102 130 - 129 110 150 131 100 151 

5 164 120 78 54 - 104 71 92 149 166 

6 150 188 126 181 192 - 54 106 180 107 

7 183 85 114 55 101 181 - 52 136 117 

8 91 180 150 128 116 144 68 - 198 123 

9 113 149 152 79 121 87 61 108 - 142 

10 82 184 194 158 73 197 178 89 73 - 


